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[1] In this study we develop a stochastic model for transient unsaturated-saturated flow in
randomly heterogeneous media with the method of moment equations. We first derive partial
differential equations governing the statistical moments of the flow quantities by perturbation
expansions and then implement these equations under general conditions with the method of finite
differences. The stochastic model developed is applicable to the entire domain of a bounded,
multidimensional unsaturated-saturated system in the presence of random or deterministic recharge
and sink/source and in the presence of multiscale, nonstationary medium features. The unsaturated
and saturated zones are coupled through the water table, whose position is random in randomly
heterogeneous porous media. The presence of the water table renders the flow moments strongly
nonstationary even in the absence of medium nonstationary features. This finding is confirmed with
Monte Carlo simulations. The resulting first two moments of flow may be used to approximate
confidence intervals for the flow quantities. In addition, the integrated stochastic flow model
provides the prerequisite quantities for realistically studying contaminant transport in unsaturated-
saturated systems with a stochastic approach. INDEX TERMS: 1829 Hydrology: Groundwater
hydrology; 1869 Hydrology: Stochastic processes; 1875 Hydrology: Unsaturated zone; 3220
Mathematical Geophysics: Nonlinear dynamics; KEYWORDS: stochastic, saturated, unsaturated,
flow, heterogeneity, multiscale

1. Introduction

[2] It is well known that medium heterogeneity significantly

impacts fluid flow and solute transport in the subsurface. Many

stochastic theories have been developed to study this phenomenon

in saturated zones [e.g., Gelhar and Axness, 1983; Dagan, 1984,

1989; Winter et al., 1984; Neuman et al., 1987; Graham and

McLaughlin, 1989; Rubin, 1990; Gelhar, 1993; Shvidler, 1993;

Cushman and Ginn, 1993; Osnes, 1995; Zhang and Neuman,

1995; Guadagnini and Neuman, 1999a, 1999b; Zhang, 1998;

Zhang and Winter, 1999] and in unsaturated zones [e.g., Dagan

and Bresler, 1979; Bresler and Dagan, 1981; Andersson and

Shapiro, 1983; Yeh et al., 1985a, 1985b; Hopmans et al., 1988;

Destouni and Cvetkovic, 1989; Polmann et al., 1991; Mantoglou,

1992; Indelman et al., 1993; Kiefer, 1993; Liedl, 1994; Russo,

1993, 1995a, 1995b; Harter and Yeh, 1996a, 1996b; Zhang and

Winter, 1998; Zhang et al., 1998; Zhang, 1999; Tartakovsky et al.,

1999; Foussereau et al., 2000; Lu et al., 2000]. A more detailed

review of unsaturated flow models is given by Zhang [1999].

[3] It is common that stochastic theories are developed for either

saturated or unsaturated systems. However, fluid flow and solute

transport often occur in an integrated unsaturated and saturated

system. Only a couple of stochastic studies considered flow and

transport in such a situation. Li and Yeh [1998] investigated the

sensitivity, the head variance, and the cross-correlation functions of

the log hydraulic conductivity and pressure head for transient flow

in a saturated-unsaturated system with a vector state-space

approach. Ferrante and Yeh [1999] used the same approach to

investigate the effect of uncertainty in boundary conditions and the

effect of heterogeneity on pressure head and flux variance profiles

for vertical transient unsaturated flows in one-dimensional

domains. Destouni and Graham [1995] studied solute transport

in an unsaturated-saturated flow system with a Lagrangian flux

approach. However, in the latter study the requisite flow moments

were directly taken as those that were developed separately for

saturated and unsaturated domains without considering the cou-

pling between them.

[4] In this study we develop a stochastic model for transient

unsaturated-saturated flow with the method of moment equations

in multiple dimensions. This is an extension of our nonsta-

tionary stochastic model for transient unsaturated flow [Zhang,

1999]. We first derive partial differential equations governing the

statistical moments of the flow quantities by perturbation

expansions and then implement these equations under general

conditions with the method of finite differences. This approach

is different from the state-space approach of Li and Yeh [1998]

and Ferrante and Yeh [1999]: The former first derives the

moment equations and then solves them numerically; the latter

expresses the statistical moments on the basis of the spatial and

temporal discretizations of a particular numerical scheme. There-

fore, unlike the state-space approach, the moment equations

derived in our approach are independent of the specific numer-

ical scheme to be used and can be solved on numerical grids to

be determined a posteriori based on the characteristics of the

moment functions as well as on the particular configuration of a

flow problem under consideration. The present study differs

from Li and Yeh [1998] and Zhang [1999] in two more aspects.

First, this study incorporates randomness in the initial/boundary

conditions and source/sink terms. Second, it allows the input

random fields to be nonstationary in space and time. Our study

differs from Ferrante and Yeh [1999] in that we consider

integrated unsaturated-saturated flows in multiple dimensions

instead of one-dimensional unsaturated flows. The stochastic

model developed in this study is applicable to the entire domain

of a bounded, multidimensional unsaturated-saturated system in
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the presence of random or deterministic recharge and sink/source

as well as in the presence of multiscale, nonstationary medium

features.

2. Stochastic Differential Equations

[5] We consider transient flow in unsaturated-saturated media

satisfying the following continuity equation and Darcy’s law:

SsH yð Þ þ H �yð ÞC y; �½ �f g @y x; tð Þ
@t

þr � q x; tð Þ ¼ g x; tð Þ ð1Þ

qiðx; tÞ ¼ �K y; �½ � @

@xi
y x; tð Þ þ x1½ �; ð2Þ

subject to initial and boundary conditions

y x; 0ð Þ ¼ C0 xð Þ x 2 � ð3Þ

y x; tð Þ ¼ C x; tð Þ; x 2 �D ð4Þ

q x; tð Þ � n xð Þ ¼ Q x; tð Þ; x 2 �N ; ð5Þ

where q is the specific discharge (flux); y(x, t) + x1 is the total

head; y is the pressure head; i = 1,. . ., d (where d is the number

of space dimensions); C0(x) is the initial pressure head in the

domain �; C(x, t) is the prescribed head on Dirichlet boundary

segments �D; Q(x, t) is the prescribed flux across Neuman

boundary segments �N; n(x) = (n1,. . .,nd)
T is an outward unit

vector normal to the boundary; H(y) is the Heaviside step

function, being zero when y < 0 and one when y 
 0; SS is the

specific storage; C[y,�] = dqe/dy is the specific moisture

capacity; and K[y,�] is the unsaturated hydraulic conductivity

(assumed to be isotropic locally). Both C and K are functions of

pressure head and soil properties at x. For convenience, they

will be written as C(x, t) and K(x, t) in the sequel. The elevation

x1 is directed vertically upward. In these coordinates, recharge

has negative sign. The seepage velocity at x is related to the

specific flux qi by

ui x; tð Þ ¼ qi x; tð Þ
qe x; tð Þ ; ð6Þ

where qe � qe[y(x, t),�] is the effective volumetric water content

at x, which depends on y and soil properties when y < 0 and

becomes the saturated water content qs when y 
 0. It is clear

that (1)–(5) become the governing equations for transient

unsaturated flow if y < 0 and those for transient saturated flow

if y 
 0.

[6] It is clear that some model is needed to describe the

constitutive relationships of K versus y and qe versus y when

the flow is unsaturated. No universal models are available for the

constitutive relationships. Instead, several empirical models are

usually used, including the Gardner-Russo model [Gardner,

1958; Russo, 1988], the Brooks-Corey model [Brooks and Corey,

1964], and the van Genuchten–Mualem model [van Genuchten,

1980]. In most previous stochastic models of unsaturated flow,

the Gardner-Russo model is used because of simplicity. Although

the Brooks-Corey model may have certain mathematical advan-

tages over the Gardner-Russo model in low-order stochastic

analyses [Zhang et al., 1998], we use the latter to facilitate

comparisons with literature results. The Gardner-Russo model

reads as

K x; tð Þ ¼ Ks xð Þexp a xð Þy x; tð Þ½ � ð7Þ

qe x; tð Þ ¼ qs � qrð Þ exp 0:5a xð Þy x; tð Þ½ � 1� 0:5a xð Þy x; tð Þ½ �f g2= mþ2ð Þ; ð8Þ

wherey� 0. In the above,a is the soil parameter related to pore size

distribution, m is a parameter related to tortuosity (taken to be

known), qr is the residual (irreducible) water content, and qs is the
saturated water content. The variabilities of qs and qr are likely to be
small comparedwith that of the effective water content qe [Russo and
Bouton, 1992].With (8),C(x, t) = dqe/dy can be expressed explicitly.

[7] In this study, qs, qr, and m are assumed to be deterministic

constants, while the soil parameter a(x) and log transformed

saturated hydraulic conductivity f (x) = lnKs(x) are treated as random

space functions. We also allow spatial variability and/or randomness

in the initial and boundary termsC0(x),C(x, t), andQ(x, t) and in the

source/sink term g(x, t). They are generally treated as (spatially and/

or temporally) nonstationary random space functions (random

fields). Thus the expected values may be space-time dependent,

and the covariances may depend on the actual points in space-time

rather than only on their space-time lags. For example, multiscale

medium features such as distinct soil layers, zones, and facies may

cause the soil properties f (x) and a(x) to be spatially nonstationary,

seasonal variations may render the net recharge rate Q(x, t) tempo-

rally nonstationary, and additional variations in vegetation coverage

may lead to spatial and temporal nonstationarities in Q (due to

evapotranspiration among other factors). Also, a stationary random

field becomes nonstationary after conditioning on measurements. A

detailed discussion on nonstationary random fields is given by

Zhang [2002].

[8] When the soil properties f (x) and a(x), the initial/boundary

conditions C0(x), C(x, t), and Q(x, t), and/or the source/sink terms

g(x, t) are treated as random functions, the governing equations

(1)–(5) become a set of stochastic partial differential equations

whose solutions are no longer deterministic values but probability

distributions or related quantities such as statistical moments of the

dependent variables. In the next section we derive equations

governing the first two moments (means and covariances) of the

flow quantities in an unsaturated-saturated system. For simplicity,

we assume the various random variables g(x, t),C0(x),C(x, t), and

Q(x, t) to be mutually independent and to be uncorrelated with the

soil properties f (x) and a(x).

3. Moment Differential Equations

[9] As is commonly done, we work with the log transformed

unsaturated hydraulic conductivity Y(x, t) = ln K(x, t), which is

equal to f (x) + a(x)y(x, t) (where f = ln Ks(x)) for y < 0 and f (x)

for y 
 0. It may be written in a general form as

Y x; tð Þ ¼ f xð Þ � R �y x; tð Þ½ �a xð Þ; ð9Þ

where R(z) = zH(z) is the ramp function.

[10] Substituting (2) into (1) and utilizing Y(x, t) = ln K(x, t)

yields

@2y x; tð Þ
@x2i

þ @Y x; tð Þ
@xi

@y x; tð Þ
@xi

þ di1

� �

¼ Cs x; tð Þe�Y x;tð Þ @y x; tð Þ
@t

� g x; tð Þe�Y x;tð Þ ð10Þ
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y x; 0ð Þ ¼ C0 xð Þ; x 2 � ð11Þ

y x; tð Þ ¼ C x; tð Þ; x 2 �D ð12Þ

ni xð ÞeY x;tð Þ @y x; tð Þ
@xi

þ di1

� �
¼ �Q x; tð Þ; x 2 �N ; ð13Þ

where Cs(x, t) = SsH [y(x, t)] + H [�y(x, t)]C(x, t) and di1 is the

Kronecker delta function. Summation for repeated indices is

implied. Because the variability of y(x, t) depends on the input

variabilities, i.e., those of the soil properties f and a and those of

the initial/boundary and source/sink terms, and the variabilities of

Y and Cs depend on those of y and the input variables, one may

express these quantities as infinite series in the following form:

y(x, t) = y(0) + y(1) + y(2) + . . ., Y(x, t) = Y (0) + Y (1) + Y (2) + . . .,
and Cs(x, t) = Cs

(0) + Cs
(1) + Cs

(2) + . . .. In these series, the order of

each term is with respect to s, which, to be clear later, is some

combination of the variabilities of the input variables. After

substituting these and the following formal decompositions into

(10)–(13): g(x, t) = hg(x, t)i + g0(x, t), C0(x) = hC0(x)i + C0
0 (x),

C(x, t) = hC(x, t)i + C
0(x, t), and Q(x, t) = hQ(x, t)i + Q0(x, t), and

collecting terms at separate order, we obtain

@2y 0ð Þ x; tð Þ
@x2i

þ @Y 0ð Þ x; tð Þ
@xi

@y 0ð Þ x; tð Þ
@xi

þ di1

" #

¼ C 0ð Þ
s x; tð Þ
Km x; tð Þ

@y 0ð Þ x; tð Þ
@t

� g x; tð Þh i
Km x; tð Þ ð14Þ

y 0ð Þ x; 0ð Þ ¼ y0 xð Þh i; x 2 � ð15Þ

y 0ð Þ x; tð Þ ¼ y x; tð Þh i; x 2 �D ð16Þ

ni xð Þ @y 0ð Þ x; tð Þ
@xi

þ di1

" #
¼ � Q x; tð Þh i

Km x; tð Þ ; x 2 �N ð17Þ

@2y 1ð Þ x; tð Þ
@x2i

þ Ji x; tð Þ @Y
1ð Þ x; tð Þ
@xi

þ @Y 0ð Þ x; tð Þ
@xi

@y 1ð Þ x; tð Þ
@xi

¼ C 0ð Þ
s x; tð Þ
Km x; tð Þ

@y 1ð Þ x; tð Þ
@t

� Jt x; tð ÞY 1ð Þ x; tð Þ
" #

þ C 1ð Þ
s x; tð Þ
Km x; tð Þ Jt x; tð Þ

þ 1

Km x; tð Þ g x; tð Þh iY 1ð Þ x; tð Þ � g0 x; tð Þ
h i

ð18Þ

y 1ð Þ x; 0ð Þ ¼ C0
0 xð Þ; x 2 � ð19Þ

y 1ð Þ x; tð Þ ¼ C0 x; tð Þ; x 2 �D ð20Þ

ni xð Þ @y 1ð Þ x; tð Þ
@xi

þ Ji x; tð ÞY 1ð Þ x; tð Þ
" #

¼ � Q 0 x; tð Þ
Km x; tð Þ x 2 �N

ð21Þ
@2y 2ð Þ x; tð Þ

@x2i
þ @Y 0ð Þ x; tð Þ

@xi

@y 2ð Þ x; tð Þ
@xi

¼ C 0ð Þ
s

Km x; tð Þ
@y 2ð Þ x; tð Þ

@t
� @Y 1ð Þ x; tð Þ

@xi

@y 1ð Þ x; tð Þ
@xi

�Ji x; tð Þ @Y
2ð Þ x; tð Þ
@xi

þ C 2ð Þ
s

Km x; tð Þ Jt x; tð Þ

þ C 1ð Þ
s

Km x; tð Þ
@y 1ð Þ x; tð Þ

@t
� Y 1ð Þ x; tð ÞJt x; tð Þ

" #

� C 0ð Þ
s

Km x; tð Þ Y 1ð Þ x; tð Þ @y
1ð Þ x; tð Þ
@t

� Jt x; tð Þ
(

Y 2ð Þ x; tð Þ � 1

2
Y 1ð Þ x; tð Þ
� 	2� �


þ 1

Km x; tð Þ
�
g0 x; tð ÞY 1ð Þ x; tð Þ þ g x; tð Þh i

Y 2ð Þ x; tð Þ � 1

2
Y 1ð Þ x; tð Þ
� 	2� �


ð22Þ

y 2ð Þ x; 0ð Þ ¼ 0; x 2 � ð23Þ

y 2ð Þ x; tð Þ ¼ 0; x 2 �D ð24Þ

ni xð Þ @y 2ð Þ x; tð Þ
@xi

þ Y 1ð Þ x; tð Þ @y
1ð Þ x; tð Þ
@xi

þ Ji x; tð Þ
(

Y 2ð Þ x; tð Þ þ 1

2
Y 1ð Þ x; tð Þ
� 	2� �


¼ 0; x 2 �N ; ð25Þ

whereKm (x, t) = exp[Y (0)(x, t)] and Ji(x, t) = @y(0)(x, t)/@xi + di1 and
Jt (x,t) = @y(0)(x,t)/@t are the respective spatial and temporal mean

gradient of (total) head. It can be shown that hy(0)i =y(0) and hy(1)i =
0. Hence the mean pressure head is hyi = y(0) to zeroth or first order

in s and hyi =y(0) + hy(2)i to second order. The head fluctuation isy0

= y(1) to first order. Therefore the head covariance is Cy(x, t;C,t) =
hy(1)(x, t)y(1)(C, t)i to first order in s2 (or second order in s).
[11] On the basis of (9), it is shown (Appendix A) that

Y 0ð Þ x; tð Þ ¼ f xð Þh i � a xð Þh iR �y 0ð Þ x; tð Þ
h i

ð26Þ

Y 1ð Þ x; tð Þ ¼ f 0 xð Þ þ H �y 0ð Þ x; tð Þ
h i

� a xð Þh iy 1ð Þ x; tð Þ þ y 0ð Þ x; tð Þa0 xð Þ
h i

ð27Þ

Y 2ð Þ x; tð Þ ¼ a xð Þh iH �y 0ð Þ x; tð Þ
h i

y 2ð Þ x; tð Þ þ H �y 0ð Þ x; tð Þ
h i

� a0 xð Þy 1ð Þ x; tð Þ � 1

2
a xð Þh i

� d �y 0ð Þ x; tð Þ
h i

y 1ð Þ x; tð Þ
h i2

: ð28Þ

[12] As Cs(x, t) is, in general, a function of the two random

variables y and a, we may expand by Taylor expansion with respect

to y(0) and ha(x)i. It can be verified that this procedure leads to

C 0ð Þ
s ¼ SsH y 0ð Þ

� 	
þ H �y 0ð Þ

� 	
p
00

ð29Þ

C 1ð Þ
s ¼ C1y 1ð Þ x; tð Þ þ H �y 0ð Þ

� 	
p
01
a0 x; tð Þ ð30Þ

C 2ð Þ
s ¼ C1y 2ð Þ x; tð Þ þ 1

2
Ssd y 0ð Þ
� 	

þ H �y 0ð Þ
� 	

p
20

n

þd0 �y 0ð Þ
� 	

p
00
� d �y 0ð Þ
� 	

p
10

o
y 1ð Þ
h i2

þ 1

2
H �y 0ð Þ
� 	

p
02
a0 x; tð Þ½ �2þ 1

2
H �y 0ð Þ
� 	

�p
11
a0 x; tð Þy 1ð Þ x; tð Þ: ð31Þ
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Here pij = @i + jC(x, t)/@yi@a j evaluated at ha(x)i and y(0), and C1

= Ssd(y
(0)) + H(�y(0))p

10
� d(�y(0))p

00
.

[13] Substituting (26) and (29) into (14)–(17) yields

@2y 0ð Þ x; tð Þ
@x2i

þ ai x; tð Þ @y
0ð Þ x; tð Þ
@xi

þ c2 x; tð Þy 0ð Þ x; tð Þ

¼ � g x; tð Þh i
Km x; tð Þ þ e x; tð Þ @y

0ð Þ x; tð Þ
@t

þ d6 x; tð Þ ð32Þ

y 0ð Þ x; 0ð Þ ¼ C0 xð Þh i; x 2 � ð33Þ

y 0ð Þ x; tð Þ ¼ C x; tð Þh i; x 2 �D ð34Þ

ni xð Þ @y 0ð Þ x; tð Þ
@xi

" #
¼ � Q x; tð Þh i

Km x; tð Þ � di1ni xð Þ; x 2 �N ; ð35Þ

where

Km x; tð Þ ¼ exp f xð Þh i½ �exp H �y 0ð Þ x; tð Þ
h i

a xð Þh iy 0ð Þ x; tð Þ
n o

;

ai x; tð Þ ¼ a xð Þh iH �y 0ð Þ x; tð Þ
h i

Ji x; tð Þ;

c2 x; tð Þ ¼ Ji x; tð ÞH �y 0ð Þ x; tð Þ
h i

@ a xð Þh i=@xi;
d6 x; tð Þ ¼ �Ji x; tð Þ@ f xð Þh i=@xi;
e x; tð Þ ¼ C 0ð Þ

s

.
Km x; tð Þ:

It is clear that (32) is nonlinear at the unsaturated regime (i.e., y(0)

< 0) and becomes linear at the saturated regime (i.e., y(0) 
 0).

This transition is expressed mathematically with the Heaviside step

function.

[14] Substituting (27) and (30) into (18)–(21) yields

@2y 1ð Þ x; tð Þ
@x2i

þ bi x; tð Þ @y
1ð Þ x; tð Þ
@xi

þ c x; tð Þy 1ð Þ x; tð Þ

¼ e x; tð Þ @y
1ð Þ x; tð Þ
@t

� Ji x; tð Þ @f
0 xð Þ
@xi

� H �y 0ð Þ
� 	

�Ji x; tð Þy 0ð Þ x; tð Þ @a
0 xð Þ
@xi

þ d1 x; tð Þf 0 xð Þ

þ d2 x; tð Þa0 xð Þ � 1

Km x; tð Þ g
0 x; tð Þ ð37Þ

y 1ð Þ x; 0ð Þ ¼ C0
0 xð Þ; x 2 � ð38Þ

y 1ð Þ x; tð Þ ¼ C0 x; tð Þ; x 2 �D ð39Þ

ni xð Þ @y
1ð Þ x; tð Þ
@xi

þ d3 x; tð Þy 1ð Þ x; tð Þ ¼ d4 x; tð Þ f 0 xð Þ

þ d5 x; tð Þa0 xð Þ � Q 0 x; tð Þ
Km x; tð Þ ; x 2 �N ð40Þ

where

bi x; tð Þ ¼ 2Ji x; tð Þ � di1½ �H �y 0ð Þ
� 	

a xð Þh i þ @ f xð Þh i
@xi

� @ a xð Þh i
@xi

R �y 0ð Þ
� 	

c x; tð Þ ¼ � a xð Þh iH �y 0ð Þ
� 	

d1 x; tð Þ � C1Jt x; tð Þ=Km x; tð Þ þ Ji

� x; tð Þ H �y 0ð Þ
� 	 @ a xð Þh i

@xi
� d �y 0ð Þ
� 	

a xð Þh i Ji x; tð Þ�di1½ �
� �

d1 x; tð Þ ¼ g x; tð Þh i � C 0ð Þ
s x; tð ÞJt x; tð Þ

� 	.
Km x; tð Þ

d2 x; tð Þ ¼ H �y 0ð Þ
� 	

d1 x; tð Þy 0ð Þ x; tð Þ � Ji x; tð Þ Ji x; tð Þ � di1½ �
h

þ Jt x; tð Þp
01
=Km x; tð Þ

i
d3 x; tð Þ ¼ ni xð ÞJi x; tð ÞH �y 0ð Þ

� 	
a xð Þh i

d4 x; tð Þ ¼�ni xð ÞJi x; tð Þ
d5 x; tð Þ ¼�ni xð ÞJi x; tð ÞH �y 0ð Þ

� 	
y 0ð Þ x; tð Þ:

[15] Multiplying (37)–(40) by y(1)(C, t) and taking the ensem-

ble mean yields equations for the covariance function of pressure

head:

@2Cy x; t;cccc; tð Þ
@x2i

þ bi x; tð Þ @Cy x; t;cccc; tð Þ
@xi

þ c x; tð ÞCy x; t;cccc; tð Þ

¼ e x; tð Þ @Cy x; t;cccc; tð Þ
@t

� Ji x; tð Þ @Cf y x;cccc; tð Þ
@xi

�H �y 0ð Þ
� 	

Ji x; tð Þy 0ð Þ x; tð Þ @Cay x;cccc; tð Þ
@xi

þ d1 x; tð ÞCf y x;cccc; tð Þ þ d2 x; tð ÞCay x;cccc; tð Þ

� 1

Km x; tð ÞCgy x; t;cccc; tð Þ ð42Þ

Cy x; 0;cccc; tð Þ ¼ CC0y x;cccc; tð Þ; x 2 � ð43Þ

Cy x; t;cccc; tð Þ ¼ CCy x; t;cccc; tð Þ; x 2 �D ð44Þ

ni xð Þ @Cy x; t;cccc; tð Þ
@xi

þ d3 x; tð ÞCy x; t;cccc; tð Þ ¼ d4 x; tð ÞCf y x;cccc; tð Þ

þ d5 x; tð ÞCay x;cccc; tð Þ � 1

Km x; tð ÞCQy x; t;cccc; tð Þ; x 2 �N ;

ð45Þ

where Cfy, Cay, Cgy, CC0y, CCy, and CQy can be formulated

by multiplying f 0(x), a0(x), g0(x,t), C0
0(x), C

0(x,t), and Q0(x,t) to

(37) – (40), respectively, taking the ensemble mean, and

recalling the assumption that f and a are independent of g,

C0, C, and Q,

@2Cf y x;cccc; tð Þ
@c2

i

þ bi cccc; tð Þ @Cf y x;cccc; tð Þ
@ci

þ c cccc; tð ÞCf y x;cccc; tð Þ

¼ e cccc; tð Þ @Cf y x;cccc; tð Þ
@t

� Ji cccc; tð Þ @Cf x;ccccð Þ
@cccci

þR �y 0ð Þ cccc; tð Þ
� 	

Ji cccc; tð Þ @Cf a x;ccccð Þ
@cccci

þ d1 cccc; tð ÞCf x;ccccð Þ þ d2 cccc; tð ÞCf a x;ccccð Þ ð46Þ

CfC x;cccc; 0ð Þ ¼ CfC0
x;ccccð Þ; cccc 2 � ð47Þ

Cf y x;cccc; tð Þ ¼ Cf y x;cccc; tð Þ; cccc 2 �D ð48Þ

ni ccccð Þ @Cf y x;cccc; tð Þ
@cccci

þ d3 cccc; tð ÞCf y x;cccc; tð Þ ¼ d4 cccc; tð ÞCf x;ccccð Þ

þ d5 cccc; tð ÞCf a x;ccccð Þ; cccc 2 �N ð49Þ

(36)

(41)
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@2Cay x;cccc; tð Þ
@c2

i

þ bi cccc; tð Þ @Cay x;cccc; tð Þ
@ci

þ c cccc; tð ÞCay x;cccc; tð Þ

¼ e cccc; tð Þ @Cay x;cccc; tð Þ
@t

� Ji cccc; tð Þ @Caf x;ccccð Þ
@cccci

þ R �y 0ð Þ cccc; tð Þ
� 	

Ji cccc; tð Þ @Ca x;ccccð Þ
@cccci

þ d1 cccc; tð ÞCaf x;ccccð Þ þ d2 cccc; tð ÞCa x;ccccð Þ ð50Þ

Cay x;cccc; 0ð Þ ¼ CaC0
x;ccccð Þ; cccc 2 � ð51Þ

Cay x;cccc; tð Þ ¼ CaC x;cccc; tð Þ; cccc 2 �D ð52Þ

ni ccccð Þ @Cay x;cccc; tð Þ
@ci

þ d3 cccc; tð ÞCay x;cccc; tð Þ ¼ d4 cccc; tð ÞCaf x;ccccð Þ

þd5 cccc; tð ÞCa x;ccccð Þ; cccc 2 �N ð53Þ

@2Cgy x; t;cccc; tð Þ
@c2

i

þ bi cccc; tð Þ @Cgy x; t;cccc; tð Þ
@ci

þ c cccc; tð ÞCgy

� x; t;cccc; tð Þ ¼ e cccc; tð Þ @Cgy x; t;cccc; tð Þ
@t

� 1

Km cccc; tð ÞCg x; t;cccc; tð Þ ð54Þ

Cgy x; t;cccc; 0ð Þ ¼ 0; cccc 2 � ð55Þ

Cgy x; t;cccc; tð Þ ¼ 0; cccc 2 �D ð56Þ

ni ccccð Þ @Cgy x; t;cccc; tð Þ
@ci

þ d3 cccc; tð ÞCgy x; t;cccc; tð Þ ¼ 0; cccc 2 �N

ð57Þ
@2CC0y x;cccc; tð Þ

@c2
i

þ bi cccc; tð Þ @CC0y x;cccc; tð Þ
@ci

þ c cccc; tð ÞCC0y x;cccc; tð Þ

¼ e cccc; tð Þ @CC0y x;cccc; tð Þ
@t

ð58Þ

CC0y x;cccc; 0ð Þ ¼ CC0
x;ccccð Þ; cccc 2 � ð59Þ

CC0y x;cccc; tð Þ ¼ 0; cccc 2 �D ð60Þ

ni ccccð Þ @CC0y x;cccc; tð Þ
@ci

þd3 cccc; tð ÞCC0y x; t;cccc; tð Þ ¼ 0; cccc 2 �N

ð61Þ

@2CCy x; t;cccc; tð Þ
@c2

i

þ bi cccc; tð Þ @CCy x; t;cccc; tð Þ
@ci

þ c cccc; tð ÞCCy

� x; t;cccc; tð Þ ¼ e cccc; tð Þ @CCy x; t;cccc; tð Þ
@t

ð62Þ

CCy x; t;cccc; 0ð Þ ¼ 0; cccc 2 � ð63Þ

CCy x; t;cccc; tð Þ ¼ CC x; t;cccc; tð Þ; cccc 2 �D ð64Þ

ni ccccð Þ @CCy x; t;cccc; tð Þ
@cccci

þd3 cccc; tð ÞCCy x; t;cccc; tð Þ ¼ 0; cccc 2 �N

ð65Þ

@2CQy x; t;cccc; tð Þ
@c2

i

þ bi cccc; tð Þ @CQy x; t;cccc; tð Þ
@ci

þ c cccc; tð ÞCQy

� x; t;cccc; tð Þ ¼ e cccc; tð Þ @CQy x; t;cccc; tð Þ
@t

ð66Þ

CQy x; t;cccc; 0ð Þ ¼ 0; cccc 2 � ð67Þ

CQy x; t;cccc; tð Þ ¼ 0; cccc 2 �D ð68Þ

ni ccccð Þ @CQy x; t;cccc; tð Þ
@ci

þ d3 cccc; tð ÞCQy x; t;cccc; tð Þ

¼ � 1

Km cccc; tð ÞCQ x; t;cccc; tð Þ; cccc 2 �N : ð69Þ

[16] We now show how to derive the first two moments of flux.

The flux in (2) can be rewritten as

qi x; tð Þ ¼ �Km x; tð Þ 1þ Y 1ð Þ þ Y 2ð Þ þ 1

2
Y 1ð Þ
h i2

þ � � �
� 


� @

@xi

X1
i¼0

y ið Þ

" #
þ di1

( )
: ð70Þ

Collecting terms at separate order, we have

q
0ð Þ
i x; tð Þ ¼ �Km x; tð ÞJ i x; tð Þ ð71Þ

q
1ð Þ
i x; tð Þ ¼ �Km x; tð Þ J i x; tð ÞY 1ð Þ x; tð Þ þ @y 1ð Þ x; tð Þ

@xi

( )
ð72Þ

q
2ð Þ
i x; tð Þ ¼ �Km x; tð Þ @y 0ð Þ x; tð Þ

@xi
þ di1

" #(

� 0:5 Y 1ð Þ x; tð Þ
h i2

þY 2ð Þ x; tð Þ
� �

þ @y 1ð Þ x; tð Þ
@xi

Y 1ð Þ x; tð Þ þ @y 2ð Þ x; tð Þ
@xi



: ð73Þ

It can be shown that the mean flux is hqi = q(0) to zeroth or first

order in s, hqi = q(0) + hq(2)i to second order, and the flux

fluctuation is q0 = q(1) to first order. Therefore, to first order, the

flux covariances are given as

Cqiqj x; t;cccc; tð Þ ¼ Km x; tð ÞKm cccc; tð Þ

�
�
Ji x; tð ÞJj cccc; tð ÞCY x; t;cccc; tð Þ þ Ji x; tð Þ @CYy x; t;cccc; tð Þ

@cj

þ Jj cccc; tð Þ @CYy cccc; t; x; tð Þ
@xi

þ @2Cy x; t;cccc; tð Þ
@xi@cj

�
; ð74Þ

where the covariance functions CY and CYy can be derived by

multiplying Y (1)(C, t) and y(1)(C, t) to (27), respectively, and

taking the ensemble mean

CY x; t;cccc; tð Þ ¼ Cf x;ccccð Þ þ H �y 0ð Þ x; tð Þ
h i

H �y 0ð Þ cccc; tð Þ
h i

� a xð Þh i a ccccð Þh iCy x; t;cccc; tð Þ
þ R �y 0ð Þ x; tð Þ

h i
R �y 0ð Þ cccc; tð Þ
h i

Ca x;ccccð Þ

þH �y 0ð Þ cccc; tð Þ
h i

a ccccð Þh iCf y x;cccc; tð Þ

þH �y 0ð Þ x; tð Þ
h i

a xð Þh iCf y cccc; x; tð Þ

� R �y 0ð Þ cccc; tð Þ
h i

Cf a x;ccccð Þ

� R �y 0ð Þ x; tð Þ
h i

Cf a cccc; xð Þ

þH �y 0ð Þ x; tð Þ
h i

H �y 0ð Þ cccc; tð Þ
h i

y 0ð Þ x; tð Þ
� a ccccð Þh iCay x;cccc; tð Þ
þH �y 0ð Þ x; tð Þ

h i
H �y 0ð Þ cccc; tð Þ
h i

y 0ð Þ cccc; tð Þ
� a xð Þh iCay cccc; x; tð Þ ð75Þ

ZHANG AND LU: STOCHASTIC FLOW ANALYSIS 10 - 5



CYy x; t;cccc; tð Þ ¼ Cf y x;cccc; tð Þ þ H �y 0ð Þ x; tð Þ
h i

� a xð Þh iCy x; t;cccc; tð Þ þ y 0ð Þ x; tð ÞCay x;cccc; tð Þ
h i

:

ð76Þ

[17] It is worthwhile to note, on the basis of (42), (75), and

other related equations, that the variabilities of y(x, t) and Y(x, t)

are some complicated functions of those in the input variables

f, a, C0, C, g, and Q. It is also of interest to mention that

although the mean equation in (32) is nonlinear, the equations

governing the second moments are linear and can be solved

sequentially.

4. Numerical Implementation

[18] The moment equations derived in the last section cannot,

in general, be solved analytically and are therefore solved

numerically in this study. The numerical implementation is

facilitated by recognizing that all second moment equations have

the same format except for the driving forces. We approximate

the spatial derivatives by the central-difference scheme and the

temporal derivatives by the implicit method [Zhang, 1998, 1999;

Zhang and Winter, 1998]. The zeroth-order mean flow equation

in (32) is nonlinear and thus needs to be solved in an iterative

manner. Once the mean pressure head y(0) is solved, the linear

equations for the second moments can be solved sequentially.

Detailed discussions about the numerical implementation of

similar equations are given by Zhang [1998, 1999] and Zhang

and Winter [1998]. However, it is worthwhile to mention that the

moment equations developed for integrated unsaturated-saturated

flow involve the Dirac delta d(x) function and its derivative. In

the numerical implementation we approximate them as follows

[Arfken, 1970]:

d xð Þ ¼ lim
e!0

ae xð Þ; ae xð Þ ¼ 1

p
e

x2 þ e2
ð77Þ

d0 xð Þ ¼ lim
e!0

a0e xð Þ; a0e xð Þ ¼ � 2

p
ex

x2 þ e2ð Þ2
: ð78Þ

It can be verified that the Dirac d(x) defined in (77) satisfies the

properties of the originally defined d(x) function.

5. Illustrative Examples

[19] In this section we attempt to demonstrate the applicability

of the developed stochastic model to unsaturated-saturated flow in

hypothetical soils. The log saturated hydraulic conductivity f (x)

and pore size distribution parameter a are assumed to be second-

order stationary (unless stated otherwise), with an exponential

covariance function

Cp hð Þ ¼ s2pexp � hj j
�
lp

� �
; ð79Þ

where p = f or a, sp
2 is the variance of p, lp is the correlation scale

of p, and h is the separation vector. In section 5.4 this requirement

of medium stationarity is relaxed. For simplicity, it is assumed that

f and a be uncorrelated.

5.1. Infiltration in Unsaturated-Saturated Media

[20] In this example, denoted as case 1, we first try to show the

validity of our mathematical derivation and numerical implementa-

tion by comparing our results with Monte Carlo simulations. We

consider a rectangle grid of 20 � 60 square elements in a vertical

cross section (Figure 1) having a width L2 = 120 cm and a height

L1 = 360 cm. Thus the size of each element is 6.0 by 6.0 cm. The

boundary conditions are specified as follows: no-flow at the

bottom (x1 = 0.0), a constant deterministic flux Q = hQi at

the top (x1 = 360 cm), constant total head at the lower part of

the left and right sides (H = 60 cm and H = 54 cm, respectively),

and no-flow at the upper part of the left and right sides. The input

parameters are given as h f i = 0.0 (i.e., the geometric mean

saturated hydraulic conductivity KG = 1.0 cm/T, where T is any

time unit, as long as it is consistent with the time unit inQ), sf
2 = 0.1,

hai = 0.05 cm�1, sa
2 = 2.5� 10�5 cm�2, lf = la = 30 cm, qs = 0.3,

qr = 0.0, hQi = �0.004 cm /T, and sQ
2 = 0.0. In terms of

coefficients of variation, the variabilities of Ks and a are

CVKs
¼ sKs

= Ksh i ¼ 32:4% and CVa = sa/hai = 10.0%, respec-

tively. This example with relatively small variabilities in f and a is

selected to ensure convergence ofMonte Carlo simulations. It is well

known that flow in an unsaturated-saturated system poses an

interesting numerical problem. Spatial variabilities in Ks and a
make it even more challenging. As a result, convergence may not

be achieved for some of the realizations, especially in the case of

large variabilities. Amore accurateMonte Carlo study calls for more

robust numerical solvers, which is, however, outside of the scope of

the present work.

[21] Figure 2 depicts the first two moments of pressure head at

steady state, obtained from the moment-equation-based stochastic

model. The dotted lines in Figure 2a are equipotential lines (of total

head), the solid line is the water table, and the arrowed lines are

streamlines. Because the magnitude of the infiltration rate of 0.004

cm/T is much smaller than that of the mean horizontal flow

component in the saturated zone (0.05 cm/ T), flow has an upward

component in the transition area between unsaturated and saturated

zones. For the same reason, the flow in the unsaturated zone

Figure 1. Boundary configuration for case 1 to case 3.
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converges to the interface of saturated and unsaturated zone at the

right boundary. In the saturated zone the pressure head standard

deviation is zero at the left constant head boundary and increases in

the downstream direction. After reaching its maximum near the

center of the saturated zone, it decreases toward zero at the right

constant head boundary. Away from the water table the head

standard deviation in the unsaturated zone increases quickly. Once

in the mean gravity-dominated area (where the mean pressure head

is constant), however, it remains unchanged until at the top flux

boundary, where the deviation reaches the maximum due to the

boundary effect. Compared with that in the unsaturated zone, the

head standard deviation in the saturated zone is small, partially

because only the variability of log hydraulic conductivity is in

effect there, and partially because of the constant head boundaries

in both the upstream and downstream directions. It is seen that the

flow moments are strongly location dependent and the spatially

nonstationary in an unsaturated-saturated system. This flow non-

stationarity could not be accurately accounted for without consid-

ering the integrated flow system.

[22] For Monte Carlo simulations we generate 3000 uncondi-

tional realizations with zero mean and unit variance. The quality of

random fields are then checked by comparing the ensemble

covariance against the analytical covariance calculated using

(79). For each simulation a log hydraulic conductivity f field and

a pore size distribution a field are read from these unconditional

realizations and then are scaled to the specified mean and variance

of f and a. In the case that the solution does not converge, both

realizations for this run are disregarded. Totally 1000 simulations

are conducted, on the basis of which ensemble mean and variance

are calculated. The comparison between our results (Satunsat) and

Monte Carlo results (MC) is illustrated in Figure 3, showing two

vertical profiles passing through the center of the flow domain. It is

seen that the mean pressure head derived from our model is almost

identical to Monte Carlo results (Figure 3a), while there is still

some discrepancy in the pressure head standard deviation (Figure

3b). One of the plausible reasons for this discrepancy is that some

of the realizations have been excluded from Monte Carlo results

because the solutions do not converge, and those discarded are

most likely the realizations with large contrasts in Ks and a. This
may explain why the head standard deviation from the Monte

Carlo simulations is smaller than that from the moment equation

model. Another reason for this may be that terms of higher order

are neglected in the perturbation approach. However, both profiles

have a remarkably similar pattern although the standard deviation

profile based on Monte Carlo simulations is slightly ragged.

[23] The increase of head standard deviation near the top flux

boundary has been observed in both the moment equation model

and Monte Carlo simulations. This may be explained using Monte

Carlo simulations. Because the flux at the top boundary is fixed, a

relatively small Ks value in a boundary element in one realization

will force the boundary node to have a large total head (i.e., a small

absolute value of the pressure head) to produce a relatively high

head gradient. Similarly, a relatively large Ks value in the boundary

element will force the boundary node to have a small total head (i.e.,

Figure 2. (a) Mean flow field for case 1, where dotted lines are equipotential lines and arrowed lines are
streamlines. (b) The corresponding pressure head standard deviation.
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Figure 3. Comparison of Satunsat model and Monte Carlo simulation results: (a) mean pressure head and (b)
pressure head standard deviation.

Figure 4. (a) Mean flow field for case 2, where dotted lines are equipotential lines and arrowed lines are
streamlines. (b) The corresponding pressure head standard deviation.
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a large absolute value of the pressure head) to produce a relatively

low head gradient. Thus the variation of head at the flux boundary

nodes must be larger than that in other nodes. Our moment equation

model has successfully captured this phenomenon.

[24] Another way to examine the correctness of our model is to

compare the first two moments of the pressure head in the mean

gravity-dominated region against one-dimensional analytical

results. In the mean gravity-dominated area, hQi = �exp(h f i +

hai hyi). For the given h f i = 0.0, hai = 0.05 cm�1 and hQi =

�0.004 cm/T, the pressure head hyi = �110.43 cm, which is close

to our model results of �111.5 cm. For uncorrelated f and a, the
head variance is given by Yeh [1989] as sy

2 = (sf
2 + sa

2hyi2)l /[hai(1
+ hail)], which yields sy

2 = 97.2 cm2, or sy = 9.85 cm, which is

compatible with our results of 7.4 cm, considering that head

variance in two-dimensional cases is smaller than the corresponding

one-dimensional case. Though not shown, in the mean gravity-

dominated region one-dimentional results obtained from our

moment equation model are identical to the analytical solutions.

[25] We next consider a case (denoted as case 2) that has relatively

large spatial variabilities: sf
2 = 1.0, i.e.,CVKs

¼ 131:1% and sa
2 = 1.0

� 10�4 cm�2, i.e.,CVa = 20%. Themagnitude of the infiltration rate

is also increased to 0.04 cm/T from the previous case of 0.004 cm/T.

Given these input data, we are not able to performmeaningfulMonte

Carlo simulations because for many realizations of f and a, the
solution for the flow problem does not converge. A carefully

designed Monte Carlo simulation study is in order for such a

situation.

[26] Because the infiltration rate is compatible with the horizon-

tal flow component in the saturated zone, the flow in the unsatu-

rated zone directly passes through the water table and mixes with

flow in the saturated zone (Figure 4a). The distribution of pressure

head standard deviation is similar to that of case 1 in Figure 2b,

except that in case 2, the magnitude of the pressure head standard

deviation is larger than that in case 1, due to larger variabilities of f

and a in case 2.

5.2. Uncertain Boundary Flux

[27] In this example (case 3) the effect of uncertainty in the

infiltration rate Q on the mean flow field and the head variance is

investigated. Boundary configuration and soil properties for this

case are the same as those for case 2, except for the uncertainty in

the infiltration rate Q. Because the variation of infiltration rate does

not effect the zeroth-order mean flow field, we are only concerned

with the pressure head variance. Figure 5 shows the propagation of

the head variance over time, where the solid line represents the

initial head variance without any uncertainty in Q and the solid line

with square symbols stands for the steady state profile of the head

variance with the variability CVQ = 100%. A couple of observa-

tions can be made based on Figure 5. First, the effect of variability

in Q on the head variance propagates from the (top) flux boundary

over time. At the early time, the pressure head variance increases

only in the vicinity of the flux boundary; with time it migrates

downward. After sweeping the whole unsaturated zone, it

approaches the steady state, which is different from the initial

state. Second, it seems that the variability in Q has little effect on

the head variance in the saturated zone, even at such a large

coefficient of variation of 100%.

[28] To investigate the effect of boundary flux uncertainty in

more detail, we first conducted several numerical experiments with

different magnitudes of the coefficient of variation in Q (Figure 6),

Figure 5. The propagation of pressure head variance with time,
due to uncertainty in the infiltration rate.

Figure 6. Distributions of the pressure head variance for different
magnitudes of coefficient of variation in Q.

Figure 7. Relative contribution of a, f, and Q to the pressure
head variance in case 4.
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while keeping the variabilities of log hydraulic conductivity f and

pore size distribution a unchanged. It is seen from Figure 6 that

after excluding the effect of the variabilities of f and a, the

contribution of the Q variability to the pressure head variance is

linearly proportional to the square of CVQ, i.e., linearly propor-

tional to sQ
2 .

[29] We also conducted three numerical simulations to inves-

tigate the relative contribution of the variability of f, a, and Q to

the pressure head variance. In each simulation we only allow

variation in one of these three parameters with a coefficient of

variation CVp = 50.0%, where p = Ks, a, or Q, given h f i = 0.0, hai
= 0.05 cm�1, and hQi = �0.04 cm/T. The results are illustrated in

Figure 7, where the dashed line, dash-dotted line, and dotted line

represent the pressure head variance due to the variability of a, Ks,

and Q, respectively. The solid line in Figure 7 stands for the pressure

head variance due to the variabilities of all three parameters. It is

seen that under the condition of mutually independent Ks, a, and Q,
the contribution of the variability in each parameter to the pressure

head variance is additive, namely, the pressure head variance due to

the variabilities of all three parameters equals the sum of the three

pressure head variances due to the variability of the individual

parameter. In addition, it seems that the variability in the pore size

distribution a has the largest contribution to the pressure head

variance, compared with other parameters with the same magnitude

of coefficients of variation. The finding that unsaturated flow is most

sensitive to the variability in a is consistent with the earlier

observations made by Zhang et al. [1998], where only the effects

of f and awere studied. Recently, Foussereau et al. [2000] looked at

the effect of the variability in Q on one-dimensional, transient

unsaturated flow, but they did not consider the variability in a.
[30] To verify the correctness of the moment equation model, we

ran three similar numerical experiments with the same parameter

values but for one-dimensional unsaturated flow. The analytical

solutions for pressure head variance in the mean gravity-dominated

region of the unsaturated flow are available for the variabilities of f

and a [Yeh et al., 1985a, 1985b; Yeh, 1989; Zhang et al., 1998]. On

the basis of the numerical moment equation model (Figure 8), the

contributions of the f and a variability to the pressure head

variance are 53.6 and 625.0 cm2, respectively, which are almost

identical to the corresponding analytical results of 53.5 and 624.04

cm2. The contribution of the Q variability to the pressure head

variance for one-dimensional unsaturated flow in the mean gravity-

dominated region can be derived by taking x ! 1 in (B10) of

Appendix B,

s2y ¼
s2Q

ah i2 Qh i2
: ð80Þ

For the parameter values given in the above, (80) yields sy
2 = 100

cm2, which is exactly the same as the numerical result (the upper

portion of the dotted line in Figure 8). Though not shown, the full

profile obtained from the numerical moment equation model is

identical to the analytical solution given in (B10).

5.3. Drainage in Unsaturated-Saturated Media

[31] The next example involves flow to a drain in an unsatu-

rated-saturated system with negative pressure head at the top,

impermeable boundaries at the other three sides, and a drain in

the middle of the left side (similar to Figure 5.13 of Freeze and
Figure 8. Relative contribution of a, f, and Q to the pressure
head variance for one-dimensional unsaturated flow.

Figure 9. (a) Mean flow field for case 5, where dotted lines are
equipotential lines and arrowed lines are streamlines. (b) The
corresponding pressure head standard deviation.
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Cherry [1979]). The drain is implemented as a constant pressure

head boundary (y = 0 cm). The flow domain with a size of 600 cm

in the horizontal direction and 400 cm in the vertical direction is

divided into 20 � 30 rectangle elements. The soil properties are

given as h f i = 0.0, sf
2 = 1.0, i.e., CVKs

¼ 131:1%; �f ¼ 50 cm;
hai = 0.02 cm�1, sa

2 = 1.0 � 10�4 cm�2, i.e., CVa = 50.0%, la =

50 cm, qs = 0.3, and qr = 0.0. It is assumed that f and a are

uncorrelated.

[32] Figure 9a depicts the first-order mean flow field, where the

solid lines are the contours of the pressure head, the dashed lines

are the equipotential lines (of total head), and the arrowed lines are

the streamlines. The mean flow field resembles Figure 5.13 of

Freeze and Cherry [1979]. The standard deviation of pressure head

(or total head) is shown in Figure 9b. Because the head standard

deviation is zero at the upper constant head boundary (x1 = 400

cm) and at the drain (x1 = 200 cm) of constant head, the peak

standa rd deviation occurs somewhere (around x1 = 320 cm)

between the two boundaries. In this unsaturated-saturated system,

both the mean and the standard deviation of the flow quantities

have complicated, nonstationary patterns, which cannot be

delineated accurately without considering the coupling between

the two flow regimes.

5.4. Injection in the Presence of Medium Nonstationarity

[33] The examples shown in this section involve fluid injection

in an unsaturated zone embedded with a layer or zone of different

soils. In this example the domain is 240 by 150 cm and represents

an upper portion of an unsaturated zone. For the background soils

the statistical properties are specified as h f i = 0, sf
2 = 1, hai = 0.04

cm�1, sa
2 = 0.0001 cm�2, and lf = la = 10 cm. The boundary

conditions are specified recharge (�0.001 cm/T) at the top and

constant head (�172.694 cm) at the bottom, and no-flow bounda-

ries at the two lateral sides. Zhang [1999], Figures 4–5 illustrated

the redistribution of injected fluid in such a domain. In this study

we looked at the effect of medium nonstationary features on fluid

redistribution. Figure 10 shows the effects of a thin layer of slightly

different soils embedded in the otherwise spatially stationary

domain. This layer is of thickness 16 cm and width 150 cm with

its center at x1 = 128 cm. This layer has coarser soils than does the

rest of the domain. In this layer the mean pore size distribution

parameter is hai = 0.045 cm�1, compared with 0.04 cm�1 outside

of this layer. Otherwise this case is the same as the one studied by

Zhang [1999], Figure 4, except for the location of fluid injection.

In passing, the numerical moment-equation-based approach is

capable of handling other types of (more complex) nonstationary

features.

[34] We first ran the system to steady state with the above

mentioned boundary conditions. The steady state mean pressure

head and head standard deviation contours are shown in Figures

10a and 10d. At t = 0+ a source of strength g = 0.001 T�1 is

introduced at (x1, x2) = (192, 75) in the upper portion of the domain

and lasts for 250 T. At the end of the injection, when t = 250 T, the

Figure 10. Contours of mean pressure head and head standard deviation at three different times in the presence of
an internal source for the case of an embedded layer of coarser soils.
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mean pressure head and head standard deviation contours are

shown in Figures 10b and 10e, respectively. Comparison between

Figure 10 and Zhang’s [1999] Figure 4 reveals that this nonsta-

tionary medium feature has a significant impact on the expected

values of the pressure head field and the associated prediction

uncertainty. First, the steady state mean flow is no longer uniform

in space and is thus nonstationary (Figure 10a). The head standard

deviation contours of Figure 10d are also very different from their

counterparts in Figure 4d of Zhang [1999] for the stationary

medium. At the end of injection (t = 250 T ) the moisture plume

moves mainly in the lateral direction above the thin layer (see

Figure 10b) while it moves preferentially downward for the case of

stationary medium, as shown in Zhang’s Figure 4b. It is seen that

this embedded layer of slightly coarser soils acts like capillary

barrier, which induces lateral moisture movement but inhibits

vertical migration when the layer is relatively dry. At t = 500 T

the moisture starts to move vertically past the thin layer while it

continues to migrate horizontally. The fluid injection renders

higher pressure head standard deviation and hence a larger pre-

diction uncertainty in the immediate vicinity of the injection point.

[35] At first glance, it is surprising that a thin layer with such a

small difference in the soil properties has so significant an impact

on the flow statistics. However, this result is understandable if one

realizes that this thin layer is across the whole domain in the lateral

direction and is thus no longer a random feature. When the size of

such a feature is smaller, its effect is also less profound, as shown

in Figure 11. In this figure the thin layer is only 16 cm thick and 15

cm wide with its center at (128, 75). This feature is small compared

with the size of the domain but still large relative to the point

source and the moisture plume, which explains why its impact on

the flow moments is still relatively significant. This may suggest

that whether medium features can be treated statistically without

explicitly (and deterministically) considering them should depend

on the scale of interest. If we are interested in flow behaviors at a

pore scale, then minute features of porous media are important and

flow is described by the Navier-Stokes equation. When our interest

is primarily at the lab scale, the detailed flow behaviors at the pore

scale are then less important and may be averaged out so that

Darcy’s law is appropriate. At the field scale, random features

much less than this scale may be treated stochastically without

explicitly accounting for them. However, if there are persistent

features of significant size comparable to the domain of interest or

to characteristics lengths of the flow, a nonstationary (statistically

nonhomogeneous) description, such as the one utilized in this

study, may be needed.

6. Summary and Discussion

[36] A first-order, nonstationary stochastic model for transient

flow in both saturated and unsaturated zones is developed in this

study. Because of its nonstationarity and nonlinearity, the model

cannot generally be solved analytically. We solve it by the

Figure 11. Contours of mean pressure head and head standard deviation at three different times in the presence of
an internal source for the case of an embedded zone of coarser soils.
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numerical technique of finite differences, which renders the flex-

ibility in handling different boundary conditions, medium multi-

scale, nonstationary features, input covariance structures, and

various soil constitutive relationships. The results of the stochastic

model are the first two moments (means and covariances) of the

flow quantities such as pressure head and flux. The first moments

estimate (or predict) the fields of pressure head and flux in a

heterogeneous medium, and the corresponding (covariances) var-

iances evaluate the uncertainty (error) associated with the estima-

tion (prediction). These first two moments can be used to construct

confidence intervals for the pressure and flux fields. In addition,

the head covariance, the flux covariance, the cross-covariance

between log hydraulic conductivity and head, that between unsa-

turated soil parameter and head, and other covariances obtained

based on them may be used to derive (conditional) estimates of

pressure head, log hydraulic conductivity, soil unsaturated param-

eters, and velocity from related field measurements by inverse

methods or conditioning. Moreover, the statistical moments of the

flow field are essential for studying solute macrodispersion (field-

scale dispersion) because solute transport is greatly influenced by

the underlying velocity field.

[37] Unlike most existing stochastic flow models that are for

either saturated or unsaturated zones, the present study develops a

stochastic model for integrated saturated and unsaturated systems.

The two flow systems are coupled through the water table, whose

position is random in randomly heterogeneous porous media. The

presence of the water table renders the flow moment strongly

nonstationary even in the absence of medium nonstationary fea-

tures. This finding is confirmed with Monte Carlo simulations. As

contaminants released at or near the land surface migrate through

the vadose zone before reaching the groundwater, our integrated

stochastic flow model provides the prerequisite for realistically

studying contaminant transport in such a situation with a stochastic

approach. Because the resulting flow moments are generally

spatially nonstationary, stationary stochastic models such as those

by Dagan [1984], Russo [1993], and Destouni and Graham [1995]

are no longer applicable to transport in an integrated unsaturated

and saturated system. Instead, nonstationary stochastic transport

approaches are necessary [e.g., Sun and Zhang, 2000].

[38] Although all examples presented in this paper are uncondi-

tional, the moment-equation-based model developed in this study

is also applicable to unconditional simulations, as long as the

unconditional covariance function defined in (79) is replaced by

conditional covariances. The latter could be obtained either from

Gaussian conditioning/(cokriging) kriging or through generating

and averaging a large number of conditional realizations of log

hydraulic conductivity fields. With conditioning, the uncertainty of

pressure head prediction can be reduced.

[39] The perturbation approach used in this study to derive

moment equations is nominally restricted to small variabilities of

medium properties, i.e., sf
2, sa

2 � 1.0. However, in many cases it

does work for relatively large variations in the medium properties.

For example, by assuming a random constant a, Tartakovsky et al.
[1999] have shown mathematically that the perturbation solution is

asymptotic when sf
2 � 2. With a few conditioning points on

hydraulic conductivity, it has been shown numerically that the

perturbation approach works for sf 2 as large as 2 for unsaturated

flow [Lu, 2000; Lu et al., 2000] and as large as 4 for saturated flow

[Guadagnini and Neuman, 1999b]. Zhang and Winter [1999] also

observed an excellent agreement between the first-order moment-

equation-based and the Monte Carlo approaches for the variance

sf
2 as large as 4 in the absence of conditioning.

Appendix A

[40] Rewrite (9) as

Y x; tð Þ ¼ f xð Þh i þ f 0 xð Þ � R �y 0ð Þ � y 1ð Þ � y 2ð Þ þ � � �
h i

� a xð Þh i þ a0 xð Þ½ � ¼ f xð Þh i þ f 0 xð Þ

� R �y 0ð Þ
h i

� y 1ð Þ þ y 2ð Þ þ � � �
h in

� dR zð Þ
dz

�����
z¼�y 0ð Þ

þ 1

2
y 1ð Þ þ y 2ð Þ þ � � �
h i2

� d
2R zð Þ
dz2

����
z¼�y 0ð Þ

� � � �
o

a xð Þh i þ a0 xð Þ½ �: ðA1Þ

After utilizing dR(z)/dz = H(z) and d2R(z)/dz2 = d(z), and collecting

terms at each separate order, we have

Y 0ð Þ x; tð Þ ¼ f xð Þh i � a xð Þh iR �y 0ð Þ x; tð Þ
h i

ðA2Þ

Y 1ð Þ x; tð Þ ¼ f 0 xð Þ þ H �y 0ð Þ x; tð Þ
h i

a xð Þh iy 1ð Þ x; tð Þ þ y 0ð Þ x; tð Þa0 xð Þ
h i

ðA3Þ

Y 2ð Þ x; tð Þ ¼ a xð Þh iH �y 0ð Þ x; tð Þ
h i

y 2ð Þ x; tð Þ

þH �y 0ð Þ x; tð Þ
h i

a0 xð Þy 1ð Þ x; tð Þ � 1

2
a xð Þh i

� d �y 0ð Þ x; tð Þ
h i

y 1ð Þ x; tð Þ
h i2

: ðA4Þ

Appendix B

[41] Here we consider one-dimensional, steady state unsaturated

flow satisfying Darcy’s law

q xð Þ ¼ �K y xð Þ; �½ � dy xð Þ
dx

þ 1

� �
ðB1Þ

subject to boundary conditions y(0) = 0 and q(L) = Q.

[42] Expanding (B1) by writing y(x) = �i=0
1 y(i)(x), q(x) = hq(x)i

+ q0, and K(x) = Km(x)[1 + Y (1) + � � �], we get

Km xð Þ 1þ Y 1ð Þ þ � � �
h i d

dx

X1
i¼0

y ið Þ xð Þ þ 1

 !
¼ � q xð Þh i � q0 xð Þ:

ðB2Þ

By nature of one-dimensional, steady state flow in the absence of

any sink/source, we have hq(x)i � hQi and q0(x) � Q 0. Collecting

terms with the same order in (B2) gives

Km xð Þ dy 0ð Þ xð Þ
dx

þ 1

 !
¼ � Qh i ðB3Þ

q xð Þh iY 1ð Þ xð Þ þ Km xð Þ dy
1ð Þ xð Þ
dx

¼ �Q 0: ðB4Þ
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[43] Substituting (26) into (B3) and solving the equation gives

the zeroth-order mean pressure head

y 0ð Þ xð Þ ¼ y 0ð Þ xð Þ
D E

¼ 1

ah i ln � Qh i
KG

þ 1þ Qh i
KG

� �
e� ah ix

� �
; ðB5Þ

where KG = exp (h f i) and zeroth-order unsaturated hydraulic

conductivity

Km xð Þ ¼ � Qh i þ KG þ Qh ið Þe� ah ix: ðB6Þ

[44] Substituting (B6) and (27) into (B4) and assuming f 0 = a0 =

0.0 (i.e., only considering the variability in Q) yields

dy 1ð Þ xð Þ
dx

� ah i Qh i
Km xð Þ y 1ð Þ xð Þ ¼ � Q0

Km xð Þ : ðB7Þ

Solving this equation for y(1) gives

y 1ð Þ xð Þ ¼ � e� ah ix

Km xð Þ

Z x

0

Q 0e ah ix 0
dx 0: ðB8Þ

The covariance of pressure head can be derived by multiplying

(B8) by y(1)(y) and taking the ensemble mean,

Cy x; yð Þ ¼ �
s2Q 1� e� ah ix� �

1� e� ah iy� �
ah i2Km xð ÞKm yð Þ

; ðB9Þ

which leads to the variance,

s2y xð Þ ¼ �
s2Q 1� e� ah ix� �2

ah i2K2
m xð Þ

: ðB10Þ
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